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Abstract—We find a low-complicity and accurate model to
solve the problem of optimizing MAC-layer transmission of
real-time video over wireless local area networks (WLANS) using
cross-layer techniques. The objective in this problem is to obtain
the optimal MAC retry limit in order to minimize the total packet
loss rate. First, the accuracy of Fluid and M/M/1/K analytical
models is examined. Then we derive a closed-form expression
for service time in WLAN MAC transmission, and will use this
in mathematical formulation of our optimization problem based
on M/G/1 model. Subsequently we introduce an approximate
and simple formula for MAC-layer service time, which leads
to the M/M/1 model. Compared with M/G/1, we particularly
show that our M/M/1-based model provides a low-complexity
and yet quite accurate means for analyzing MAC transmission
process in WLAN. Using our M/M/1 model-based analysis, we
derive closed-form formulas for the packet overflow drop rate
and optimum retry-limit. These closed-form expressions can be
effectively invoked for analyzing adaptive retry-limit algorithms.
Simulation results (network simulator-2) will verify the accuracy
of our analytical models.

Index Terms—Cross-layer, IEEE-WLAN, queuing system,
retransmission, retry-limit.

1. INTRODUCTION

HE IEEE Wireless Local Area Network (WLAN) [2] is
T the most common technology for indoor broadband wire-
less access. However it does not guarantee quality-of-service
(QoS) for many of the present and forthcoming multimedia ap-
plications, such as video chat, Multimedia Messaging Service
(MMS), high definition TV content, mobile TV, and Digital
Video Broadcasting (DVB).

Cross-layer strategies have lately attracted particular atten-
tion for QoS improvement over WLANs (for instance, see
[3]-[7] and [8]). QoS for video transmission over WLAN
networks has been studied in [3], wherein a priority queuing
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mechanism at the network layer in conjunction with retry-limit
adaptation in the MAC layer is employed. The aim in [3] is to
derive the optimum retry-limit in order to minimize the “total
packet loss rate”, which encompasses only the “packet link
loss rate” and “packet overflow drop rate”. An overview of
cross-layer schemes for improving multimedia transmission
over wireless LANs is provided in [9]. Since the review work
in [9], the cross-layer optimization techniques have progressed
extensively in the area of wireless communications. In [10],
an optimization technique is studied by considering network
layer and MAC layer in order to improve the QoS over IEEE
WLANS. Authors in [11] illustrate a simple cross-layer strategy
using prioritized video frame at the Application (APP) layer,
frame length and retry-limit at the MAC layer, and modulation
schemes at the Physical (PHY) layer to improve the quality of
multimedia. They did not provide analytical solution for the
optimal retry-limit; nevertheless, they evaluated the optimal
retry-limit for some sample video sequences using simulations.
A cross-layer design for reliable video transmission over wire-
less ad-hoc networks based on multi-channel MAC protocol
with TDMA is presented in [5]. In this work based on Markov
chain model, two cross-layer modules are incorporated as
channel quality metric and congestion-aware metric for the
design of multi-channel MAC protocol.

In cross-layer optimization strategies, complexity of the algo-
rithms and models is of utmost significance, especially for wire-
less systems. In [4], authors present a low-complexity cross-
layer algorithm which can be employed for jointly tuning the
parameters of different protocol layers by adopting simple but
effective models. Their modeling is used to obtain closed-form
solution to the joint optimization problem that can be computed
with a limited number of operations, while providing good video
quality at the decoder. The video quality in their work is mea-
sured through simulations.

In order to enhance QoS for these applications in the IEEE
WLAN, numerous techniques have been designed and proposed
in the literature. A QoS differentiation method is proposed in
[12] for enhancing QoS over WLAN. In [13], QoS enhancement
for real-time video over WLANSs has been studied and an adap-
tive measurement-based method is proposed for allocating re-
sources to variable bit rate video. To evaluate the performance of
different QoS provisioning strategies, various analytical models
based on finite and infinite queuing model are employed in the
literature. In [3], the Fluid and M/G/1 models have been em-
ployed for the analysis and evaluation of its cross-layer retry-
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limit optimization technique, which has been proposed for en-
hancement of video transmission over [IEEE WLANSs. A defini-
tion for “packet overflow drop rate” in the M/G/1 queue analysis
is provided in [3]. The use of infinite buffer size in this analysis
is justified for protocols such as User Datagram Protocol (UDP)
with uncontrolled source rate. In [14], the effects of wireless
bandwidth variations are investigated in the case of real-time
Motion Picture Experts Group (MPEG) video transmission. The
MPEG encoder is controlled in order to adapt its emission rate
to the current bandwidth offered by the wireless link. Switched
Batch Bernoulli Process (SBBP) is employed to model both
the MPEG encoder output process and the transmission-buffer
service process; hence, the rather complex SBBP/SBBP/1/K
queuing is used for the analysis of the queuing system. The use
of finite buffer size in this work is justified due to the source
rate controller in their model. Back-off time mechanism in IEEE
WLAN Distributed Coordination Function (DCF) is modeled
by using Markov chain in [15] and [16].

In this paper, first we revisit and assess the Fluid-model based
analysis which was hinted in [3]. The model was employed in
[3] for the analysis and evaluation of its cross-layer retry limit
optimization technique, which has been proposed for enhance-
ment of video transmission over IEEE WLANSs. In their opti-
mization approach, four parameters from different OSI layers
are exploited: 1) Average packet rate (\) for incoming video
from application layer, 2) MAC layer Retry-Limit (L,.), 3) Av-
erage MAC layer service rate (1), and 4) Packet Error Rate (P.)
which is affected by MAC layer collisions and wireless physical
layer. The aim was to derive the optimum L,. based on the other
three parameters, i.e., A, i1, and P,, in order to minimize the total
packet loss rate (pr), which encompasses the packet link loss
rate (pr) in the Link layer and packet overflow drop rate (pov)
in the MAC layer.!

In addition to analytical assessment of the fluid model for
analysis of the above problem, the other main contributions
of this paper can be summarized as follows. We will study
the application of finite-queue M/M/1/K for modeling the
above-mentioned optimization method. Subsequently, we
obtain a realistic mathematical estimate of the service time
in IEEE WLAN transmission. Based upon this estimate, we
propose exploiting M/M/1 and M/G/1 queues for more accurate
analytical modeling of the same optimization problem. Then,
we will exploit our proposed mathematical modeling in revis-
iting the Real-Time Retry-limit Adaptation (RTRA) algorithm
of [3]. Finally, the accuracy of our mathematical models will
be verified through computer simulations using NS-2.

The rest of this paper is organized as follows. In Section II,
we explain the system scenario as the basis for our analysis
with emphasis on the concept of packet loss rate. Analytical
fluid model of [3] and M/M/1/K are elaborated in Section III. In
Section IV, a formulation is proposed and presented to suit the
retransmission phenomenon in MAC layer of [IEEE WLAN. Ac-
cording to this formulation, M/M/1 and M/G/1 queuing-based
models are derived and used to solve the cross-layer optimiza-
tion problem. In Section V, we will exploit M/M/1 model to

IDue to retransmissions, the effective service rate relative to incoming traffic
rate is reduced. Hence, overflow may occur in the queue, which would cause
packet overflow dropping.
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Fig. 1. Scenario used in this paper for live video communication over wireless
channel.

obtain and analyze a real-time adaptation algorithm. The sim-
ulation results are given in Section VI. The paper will be con-
cluded in Section VII.

II. SYSTEM MODEL

In this section, the scenario which will be studied throughout
this chapter and the respective queuing system are discussed.
Subsequently, a brief discussion is provided about sources of
packet loss in this scenario.

A. Scenario Description

We consider the scenario shown in Fig. 1 in which the live
video packets are transmitted according to the [EEE WLAN set-
tings. Packet loss due to the wireless time-varying channel and
due to the collisions—with packets sent by other access points
and nodes—is considered through the packet error rate (P, ) pa-
rameter. In this scenario, UDP is used for connection between
the video source and the wireless node, and packets are trans-
mitted through a combination of wired line and wireless link.
The wired link between the camera and the access point is as-
sumed to be error-free,2 and the wireless channel remains con-
stant during one frame interval but varies from frame to frame,
where a number of video packets constitute one frame. The ac-
cess point adaptively adjusts the retry-limit on a frame-by-frame
basis. In the retry-limit adaptation block, the optimum retry-
limit (L,.) is obtained in order to minimize the total packet loss
(pr), by virtue of the fact that increasing retry-limit (L,.) will
decrease packet link loss rate (pr,) and increases packet over-
flow drop rates.

B. Queuing Model Description

We model this scenario by exploiting a queuing system. The
live video source generated by camera is modeled by traffic dis-
tribution a(x) with average rate A packets per second (PPS),
and the wireless access point is viewed as a queuing system
with service time distribution b(x) and with an average service
rate of p PPS. In fact, b(z) models the IEEE WLANs MAC
block transmission process. We use UDP, which provides an un-
reliable connectionless delivery service using internet protocol
(IP). We assume the entire arrived packet stream to be lined up
in the queue, which operates in a first-input-first-output (FIFO)
mode. The wireless channel behavior along with MAC-layer
collisions are modeled by error rate parameter P.. When the
wireless channel is in “bad” condition with a high value of P,

2Note that packet drop occurs at the transmitter of the wireless access point
not in the wired link between camera and access point.
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the wireless access point will attempt to compensate for the ex-
cess packet link loss by conducting further transmissions. This
will in turn increase the number of packets in the queue. Hence,
newly arrived packets are likely to be dropped. In the WLAN
IEEE WLAN:S, there is a maximum limit for the number of re-
transmissions, namely retry-limit that is denoted by L,..

C. Packet Loss Rate

In the above scenario, each packet may be lost either due
to drop from the queue at the wireless access point or due to
channel errors at the wireless link. Here we briefly explain the
above sources of packet loss.

1) Packet Link Loss Rate: Due to the nature of wireless
medium, the collisions packets may be lost through the channel.
Assuming that the packet error rate due to these two factors is
given by P,, the probability of packet loss over the wireless
channel after L, times of packet retransmission by the wireless
access point, namely the “packet link loss rate” (pr,), is given
by

pL ey

= plth

2) Packet Overflow Drop Rate: When the wireless channel
condition worsens or the input traffic rises, the number of
packets in the queue will be increased. Hence, when the queue
is full, newly arrived packets are likely to be dropped. This
packet drop is known as “packet overflow drop” and the re-
spective dropping rate is denoted by p.,. The precise definition
of packet overflow drop rate varies from one queuing model to
another, which will be discussed in Sections III and IV.

3) Total Packet Loss Rate: In the above scenario, each packet
may be lost either due to dropping from the queue at the wireless
access point with probability of p.y, or due to channel errors
with probability of pr,, which leads to the total packet loss rate,

pr:

PT = Pov + (1 - pov)pL (2)

where py, is obtained from (1). Assuming both p,, and py, are
relatively small such that the term p,, - pr, is negligible, the total
packet loss rate can be approximately written as

pr = Pov + pbL- (3)

III. FLUID AND M/M/1/K MODELS

A. Fluid Model-Based Analysis

In this section, we look closely into the analysis of the cross-
layer optimization process based on Fluid model as suggested
in [3]. According to this analysis, in the [IEEE WLANS retrans-
mission model, each packet could undergo up to L, times of
retransmission from the wireless transmitter, if the packet error
rate is guaranteed to be always less than P., then the number
of transmissions that a given packet undergoes is a geometric
random variable with mean r [3]:

1— PELT+1
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Fig. 2. Comparing total packet loss rate in Fluid, M/M/1/K, M/G/1, M/M/1
models to NS-2 simulation results when gt (Model) for each model is obtained
from (38), Lym = 11 and other parameters are set according to Table 1.

In other words, each packet is transmitted 7 times in average
from the wireless transmitter. Hence, the average processing
rate (u) is

po _ po(l—Pe)

;T pht ©)

,U/ =
where 1 is the processing rate of the wireless access point
corresponding to L, = 0 or r = 1, i.e., no retransmission
condition. In the analysis of [3], the packet overflow drop rate

(Pouy)? is given as

A—p

pO’U(F) = T (6)

where p is obtained from (5). Using (5) and (6) in (3) and by
solving dpr, ., /dL, = 0, the optimal retry-limit based on the
Fluid model can be calculated as [3]

1
Lropir, = logp, (1 - ﬁ) -1

where 0 = A/ (1 — P.) denotes the effective utilization factor
of the link. We have shown pr, ., versus retry-limit in Fig. 2,
based on (3) wherein p;, and Dov(py A€ from (1) and (6), re-
spectively. Although simulations in [3] show that this value is
close to optimal, it can be seen from Fig. 2 that the extremum
for the total packet loss rate is a maximum (not minimum). This
can be verified by calculating the second derivative of pr, ., with
respect to L,.:

(N

Ppr,y (L) —(n P)2 P2t q
dL2 - 1— PeLrJrl ®)

Equation (8) clearly shows that d*pr ., (L,)/dL} is always
negative; hence, the value of LrOpt from (7) will maximize

3Note that the index (F) shows that the corresponding variable is associated
with the Fluid model. In the rest of this paper, we use index (K) for the variables
in M/M/1/K model, (M) for the variables in M/M/1 model, (G) for those in
M/G/1 model, and (S) for NS-2 simulation results.
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TABLE I
PARAMETER VALUES FOR FLUID, M/M/1/K, M/G/1, M/M/1 MODELS, AND
NS-2 SIMULATION

= | £ | g z

o ~ =
Paramete = = —

~
A (PPS) 260 | 260 | 260 260 260
t,,,, (PPS) 375 | 405 | 455.8 | 465.7 | 472
Basic Rate - - - - M
RTS Threshold - - - - 500
ShortRetryLimit - - - - 7
+1):

(L, ) L 1-12 | 1-12 | 1-12 1-12 1-12
LongRetyLimit
Queue Length - 50 50 50 50
Packet Length - - - - 1024
P, 04 |04 (04 0.4 0.4

the total packet loss rate pr, ., . Hence, the retry-limit value (L,.)
obtained mathematically according to the Fluid Model is not
optimal. Therefore, we will aim to provide an alternate model
for this cross-layer optimization problem and for representing
retransmission and packet overflow behavior in IEEE WLANs
MAC layer.

B. M/M/1/K Model-Based Analysis
We denote N as the number of packets in the finite queue of
length K. Packet dropping probability p,y ., is defined as
Pov(r) = Pr{N = K}. 9

Thatis, poy,,, is equal to the probability of having K™ packets
in the queue with length of K. If the service time distribution
is modeled by exponential distribution with mean 1/ seconds,
Pou sy €an be approximated by [17]-[19]

(1= p)p"

Poviy = 7 o171 (10)
(K) 1— pK+1
where p is found from solution of the following equation:
p= E{f(x)}[€=(1—p)u]
- / a(z)e”A=PHe gy, (11)
0

RHS of the above equation is the Laplace transform of the
probability density function (pdf) of the packet inter-arrival time
process, a(z), at s = (1 — p)p. Knowing that the packet inter-
arrival time in M/M/1/K model has exponential pdf, p can be
obtained from (11) as

p=— 12)

u
where p is obtained from (5). Now, having derived the packet
overflow rate for M/M/1/K model, we plot P, from (3)

K)
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wherein Pov ) and py, are from (10) and (1), respectively, in
Fig. 2. As it can be seen, the minimum of pr,, takes place
at infinity. This can be explained by examining the incoming
packet rate in M/M/1/K mathematical model:

)\k:{)\ k<K 13)

0 E>K

“in which the Poisson input is effectively turned off as soon as
the system fills up” [20, Ch. 3]. However, this is not practically
true, as video source rate is not practically controlled by the
MAC layer queue dynamics in video transmission through UDP
connection.

IV. NEwW MODELS BASED ON M/G/1 AND M/M/1 QUEUING

In the following sections, we begin with obtaining a realistic
estimate of the service time in IEEE WLAN transmission, and
then we will employ the M/M/1 and M/G/1 models for ana-
lyzing the MAC-layer retransmission process.

A. Estimation of Service Time for IEEE WLAN
Transmission Model

As mentioned before the Fluid model assumes that the packet
inter-arrival time is fixed and the service time for all transmis-
sion events is constant, which is not always a realistic assump-
tion for a system such as IEEE WLAN. In order to improve the
retransmission model, we assume that the service time pdf, b(x),
due to packet retransmission in IEEE WLAN can be calculated
as follows:

L.,
ba) = 3 ba|n,)P(n,)

n,.=0

(14)

where z is the service time and P(n,.) denotes the probability
of attempting 7, retransmissions of a single packet to succeed
or to reach the retry-limit L,.. Hence, P(n,.) can be written as

_ A =F)Pr (n, <L)
P(nr) - {Pgr (nr — Lr)

Also denote the conditional pdf of service time, given that n,.
retransmissions of a single packet are performed, by b(z|n,).
We assume that this conditional pdf has an exponential distribu-
tion with average service time of (n, + 1)/ (seconds), where
1/ 110 denotes the wireless link average service time. Therefore,
we have

5)

Ko — Ko _ TT

bar | my) = e

(16)

For L,. = 0, with no retransmission, the average value of ser-
vice time is equal to 1/pg (seconds), and hence, the respective
service time pdf can be written as

b(z | n,. = 0) = pge o7, (17

Although the exponential service time is not exact explana-
tory for the real behavior of the discrete random back-off timer
in IEEE WLAN medium access method, nevertheless, we will
show in the simulations that the above estimate provides a good
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match to reality. By substituting (15) and (16) in (14), we have
(see Appendix A)
b(x) = poe Ho”

oL 1 _w, 1 _m,
+po P AT - — T " )L (18)

n,+1 Ny

n,.=1

Equation (18) will be the basis for our analytical model for
IEEE WLAN transmission process.

B. M/G/I Model-Based Analysis

In this section, we will use the general expression in (18) for
service time pdf in the queuing analysis. This will lead to M/G/1
queuing model which is a single-server system with Poisson dis-
tribution for the packet arrival process and general distribution
for service time. In order to evaluate the packet overflow rate,
a hypothetically finite buffer size K4 will be invoked in our
M/G/1 based mathematical modeling. Generated packets will
be dubbed “overflow packets” in the event that upon arrival,
they find K 4 packets in this hypothetical buffer. In other words,
packet overflow drop rate (p(m( G)) is the probability that an ar-
riving packet finds no room in the hypothetical queue. This is in
contrast with M/M/1/K model in which the packet arriving rate
() is set to zero when the buffer is full. Our model is similar
to the practical case where in a waiting room, there is limited
number of chairs for the customers, and any customer that upon
arrival does not find a seat has to stand (see [21, Section 2.2.4]).
With one packet under service, this probability can be calculated
from

pov(G) = PI‘{N > KA + 1}

) Ka
= ji: Py =1- EE%p"uw
e

n=K+1

19)

where NV is the total number of packets in the system and py, ., is
the system state, namely the probability that there are n packets
in the system. In Appendix B, we have shown that p,, ., can be
calculated as

Py = (1 - p)dn (20)
where
dn _ an—Zbkdn,k (n:172,...)
' k=1
1 (n=0)

Uy — Up_1 B 1”,—0 n=1

Ap = vo ) bn - { 'Ulvgl n> 1 (21)
and

Un = ! ( Po )n
" l-l-p(] l-l-p(]
po(ﬂT + 1)

L n
- 1
+§ P
: [1+po(nr+1)<1+p0(nr+1)>

n,.=1

(i) |
1+ PO 1+ PO ’

(22)

Hence, the packet overflow drop rate can be calculated, by
substituting (20) into (19), as follows:

K,

pov(c) =1- Z (1 - p)dn

n=0

(23)

Due to the complexity of the formulas in M/G/1 model, we
will obtain the optimum retry limit by finding the minimum total
packet loss rate from the numerical results shown in Fig. 2. In
this figure, PTc) is obtained from (2) wherein Pov(a) and py, are
given by (23) and (1), respectively. As it can be seen, there is
a minimum value for pr,, which takes place around L, = 3
(with A = 260 PPS, o = 465.7 PPS, P. = 0.4, K4 = 50),
and can be considered as the optimal value for retry-limit L,..

C. M/M/1 Model-Based Analysis

Due to complexity of the M/G/1 model, we consider a sim-
plified version of M/G/1 analysis by approximating the service
time pdf in (18) with an exponential distribution as

b(z) = pe . (24)

In deriving the mean service time 1/p in the above approx-
imated formula, we use the general expression for b(z) in (18)
(see Appendix C):

o0 1 [1— Pt
1/p = Eb(z)] = zb(x)de = — | ——5—
Ju=Ep@] = [ abtade = o [1T T
(25)
From (25), pcan be written as
1— pl-+t
= % where r = # (26)

With this assumption, the M/G/1 model is reduced to the
M/M/1 model which is a single-server system, with Poisson-dis-
tributed arrivals and Exponential service-time distribution, with
the mean arrival rate of A and mean service rate of 1. The con-
cept of hypothetical finite buffer size, which was exploited in our
M/G/1-based analysis, can be used here for M/M/1 modeling of
the transmission system. Assuming N is the total number of
packets in the queuing system and py,,,, is the system state in
the M/M/1 model, the packet overflow rate can be obtained as

ooy =PHN 2 Ka+ 1} = Y pa,, @D
n=K+1

where Dy CAN be obtained ([20, Ch. 3]) as

pn(M) = (1 - p)pn (28)

where p = A/p and p is given by (26). By incorporating (28)
in (27), the overflow packet drop rate will be obtained as

pO,U(M) = Z (1 _ p)pk — pKA+l. (29)
k=Ka+1
Therefore, we have
1 — pLet1\ Fatd
Poviary = P s (30)
(a) ( "1 - P, )
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Fig.3. Total packetlossrate versus L.. for different values of P. in M/M/1-based
model (1o = 455.8 PPS, K4 = 50). (a) A = 260 PPS. (b) A = 300 PPS.

where pg = A/pg. Total packet loss rate in M/M/1 queuing

model, DTy CAD be obtained by using (1) and (30) in (3) as
1 — pL\ et
_ e 41
PTiy = <,001_7P6) + P, - (31)

Now by solving dpr,,,, /dL, = 0, the optimal L, in our
M/M/1 model, LTopt( will be obtained as

M)°

1-P 1-P
e K e _
Po VIKa] (Ka+ 1)ﬂo>
(32)

Lropt(u, = 10gp, (1 -

For A = 260 (PPS), uo = 455.8 (PPS), P, = 0.4, and
K4 = 50, the optimum L, for the minimum total packet loss
rate is equal t0 Lyope,,, = 2.9535. pry,,, and Lyope,,,, from
(31) and (32), respectively, are shown in Fig. 2 along with the
results of the Fluid, M/M/1/K, and M/G/1 models. In this figure,
LrOpt( ) is shown by a vertical line.

V. RETRY LIMIT ADAPTATION ALGORITHM

In this section, we consider an algorithm for optimizing the
number of retransmissions in an adaptive fashion. This is a mod-
ified version of the algorithm which is mentioned in [3] without
providing an exact mathematical analysis. Our aim here is to de-
rive the algorithm through an analytical argument and analyze
it by employing the M/M/1-based model of the previous sec-
tion. Subsequently, we will obtain the mathematical conditions
for validity of this algorithm. We begin with considering Fig. 3,
which has been obtained from the M/M/1-based analysis. From
this figure, it can be seen that for a given value of A, the optimum
retry-limit corresponding to the minimum total packet loss rate
varies with packeterrorrate ( P, ). Therefore, it will make sense to
employ an adaptive scheme so that optimum retry-limitis dynam-
ically changed with P.. Analytical and experimental methods for
estimation and measurement of PER in wireless networks, and
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Fig. 5. Flowchart for the adaptive algorithm (prp1

= 0.02,prp2 =
0.005,prrs = 0.1,R =5,0=10,U =1).

specifically in WLAN, has been presented in the research and in-
dustrial publications, for instance [22]-[24].

A. Algorithm Structure

In order to visualize the logic behind the algorithm, the vari-
ation of pr., Pov s s PT ary> @A [Pov(,,, — Pr| versus retry-limit
(L, ) is shown in Fig. 4 according to our M/M/1 model. We have
highlighted the value of L.op in this figure. From Fig. 4, it
is clear that minimizing pr,,,, is tantamount to nearly having
|p(m( ay =P | = 0. Therefore, the optimum L, , L., approxi-
mately corresponds to the condition where py, is equal to poy ,,, -
Also from the figure we note that py, > Povar) for L, < Lyopt,
and pp, < Pov(ur) for L, > L,opt. Based upon the above obser-
vation, the flowchart for the algorithm is given in Fig. 5. In this
flowchart, a low-pass filter of the form X,, = 0.5X,,_14+0.5X,,
is used to produce smoothed results.
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B. Algorithm Constraints

In the following, we derive the upper and lower bounds for
P, according to our M/M/1-based analyses. In order to obtain a
real-valued answer to dpr, ,,, /d L, = 0, the following condition
must be met.

Constraint 1: The first constraint is a direct result of in-
equality p = (A/p) < 1, which is a well-known requirement in
queuing theory. Using (26), we have

A po(l =P

p=—-=

1
0 1—Pw

(33)

where pg = A\/uo and Pey is the upper-bound of P.. For the
case where p is close to one, queue is in critical condition and
this happens when L, is large. For large values of L, in (33),
we can neglect PeLH’ 1 and find the approximate upper-bound
for P, as
P < 1—po. (34)

The algorithm needs checking the amount of p., + pr,
to ensure that pp are within the desired range. Hence, in
addition to comparing with threshold prn1, we have added
a new stage—dashed line block in Fig. 5—in the algorithm
of [3] where we have introduced a new threshold prp3. Also
according to the above discussion, threshold Prys is introduced
for checking the value of |pm,(M) — pr|. Also a parameter
6 is used in the algorithm which effectively speeds up the
convergence in case that the above difference is large. Param-
eter R is used to avoid large delays due to large number of
retransmissions.

Constraint 2: In order to obtain a positive real value for the
optimum retry-limit in (32), we need to satisty

1—Pe 1_Pe
(1— VIK 4] (35)

> 0.
Po po(K 4 + 1))

Hence, we have the following lower-bound, Per,, for P,:

Pop > 1— po(Ka +1)%a7T, (36)
The above two constraints, (34) and (36), for M/M/1-based
model can be summarized as

1— po(Ka+1)Tat < P, < 1 — py. 37)

Setting g = 455.8 PPS and K4 = 50 in (37), P. will be
bounded within 0.3839 < P. < 0.4296 and 0.2839 < P. <
0.3296, respectively, for A = 260 PPS and A = 300 PPS. We
have assessed the performance of this algorithm through simu-
lation. P, is assumed to be a normally-distributed random value
within 0.3839 < P. < 0.4296 and the optimum L,. is obtained
by exploiting the algorithm of Fig. 5 for each sample of P,
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Fig. 6. Trace of retry-limit in adaptive algorithm, based on M/M/1 model. (a)
U=02.bU=1.

which corresponds to a given channel state.# Numerical anal-
ysis has shown that setting prp1 = 0.02, prp2 = 0.005,R =5
and # = 10 can provide the optimal set of control parame-
ters in the algorithm. In Fig. 6, we have compared the optimum
L, derived from algorithm with the theoretical L,op¢ according
to (32) over a given period of time. In Fig. 6(a), we have set
U = 0.2, which is a theoretical value, whereas in Fig. 6(b), the
step size for retry-limit, U, is set to the practical value of “one”
and the value of L.op¢ from (32) is rounded to the nearest in-
teger number.

This figure shows that our M/M/1 model-based analysis can
quite precisely predict the process of retry limit adaptation in the
above algorithm. Likewise, our mathematical model can be ap-
plied for evaluation of other adaptive MAC retry limit methods.

VI. SIMULATIONS AND EVALUATION OF THE MODELS

A. Poisson Traffic Simulation

We use NS-2 network simulator for simulation of the pre-
sented scenario in Fig. 1, which consists of a live video source,
an access point, and a wireless node, with the parameters set as
in Table I. In this simulation, the live video source is modeled
by a Poisson-distributed traffic source which sends packets
to the access point through a high capacity error-free wired
channel. The access point forwards the traffic towards the wire-
less node via a typical IEEE 802.11b wireless fading channel
using two-ray propagation model. The service rate in the IEEE
802.11b MAC layer is dependent on routing, transmission
power, wireless physical bandwidth, and packet data rate. In
order to reflect these practical parameters in our work, these
are collectively considered by service rates fig,,,,,,) and 11,
respectively, for the mathematical and simulation models. In
simulation, 105 is the measured service rate of the wireless

4The assumption of Normal distribution for PER is not important in our sim-
ulations, as our algorithm is a function of estimated PER regardless of statis-
tical properties of the PER variations. The simulation results corresponding to
a two-state PER distribution are also shown in the following section.
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link and is set to the maximum value of packet arrival rate
without incurring overflow and under no retransmission. In
mathematical analysis, we have set the service rate (fio .., )
for each model so that the respective overflow rate is close
to the simulation results. That is, Ho, for each model is
obtained as follows:

Model)

Lym

. 2
argmin E : |p0U(Mode1) - pov(s)
HO(nodel) I,,,=0

(38)

where pov(MOdO]) is one of the pov(p) 7pov(K) 7pov(M) or pov(G)
and f10y;, 4., 18, respectively, 110, ; 110, 10 5, OF Ho g, - The
range of Ly and the respective values for o ,,,.,, and o,
are presented in Table I. Dash in Table I shows that the parameter
is not defined for the respective model.

We have plotted the total packet loss rate, pr, for all models
and for the simulation results based on the NS-2 in Fig. 2 using
the parameters in Table I. In particular, the results of Fig. 2 give
the optimum L,. corresponding to various mathematical models,
for a given instant of P.. Of course, the optimum L, will vary
as P, takes on a new value. It can be seen that solving the op-
timization problem by using M/M/1 and M/G/1 models results
in a finite value for retry limit, which is in line with simulation
results. The corresponding retry limit value based on M/M/1/K
models tends to infinity.

According to Table I and also from Fig. 2, the M/G/1 model
provides the best match to the simulation results compared to
M/M/1, M/M/1/K, and Fluid models, at the expense of more
complexity than the other models. The M/M/1 model, however,
shows a simple and yet quite accurate model for analyzing the
IEEE WLAN:S real-time video transmission process.

B. Real Video Traffic Simulation

The simulation results in Sections VI-A were based on
Poisson traffic, which is in line with the assumptions in M/M/1
and M/G/1 models. In this section, real video traffic source will
be used for simulations in order to evaluate the applicability of
the models to such cases.

The simulation set-up for real video transmission is shown in
Fig. 7. First, the “Highway” video clip in Common Intermediate
Format (CIF) frames was used as the video source (Fig. 8). Then
the simulations were carried out with “Foreman” video clip as
the source (Fig. 9).

After compressing the CIF into the MPEG4 format (see [25]
for detail of the parameter settings), each video frame will be
fragmented into the maximum size of 1000 bytes. Furthermore,
by adding 20 bytes IP header and 8 bytes UDP header, the max-
imum packet size will be 1028 bytes in transmission. In the sim-
ulation results of Figs. 8 and 9, the two-state Markov model
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Fig.9. Foreman video clip. (a) Average throughput for various value of L,. for
both simulation and the M/M/1 model. (b) Average PSNR based on simulations,
with P, = 0.2.

of Gilbert-Elliott error channel is used, and the parameters are
set according to Table II, and K 4 = 50. pxw is the transition
probability from state N to state M;pg and pp are the packet
error rate in state G' and B, respectively; and Pe( o) is the av-
erage packet error rate for Gilbert-Elliott error channel model.
The state probabilities, i.e., the probability for states G' (Good)
and B (Bad), are denoted by 7 and 7. The NS-2 simulations
were run for 12 times, each time with a different L,.. System
throughput for the two video clips corresponding to these 12
simulations has been plotted in Figs. 8(a) and 9(a), respectively.
The system throughput (7)) in this figure is given by

n=M1-pr). (39)

To evaluate the application layer QoS of the video, we use
the PSNR measure [26]. PSNR measures the error in the nth re-
constructed video frame and is defined, in logarithmic scales,
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TABLE II
PARAMETERS FOR FIGS. 8 AND 9
Frame
Clip » »
(CIF) Rate | 775 | 7 GG BB e
(FPS)
Highway 30 0.5 | 0.5 | 0.0001 0.9 0.20
Foreman 30 0.5 | 0.5 | 0.0001 0.4 0.45
CBR UDP 0

Video UDP 1

Exponential UDP 2

NS —

Fig. 10. NS2 simulation topology for wireless system with multiple sources.
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Fig. 11. M/M/1 model-based and NS-2 simulation results for wireless system
with multiple sources (A = Y7 Ai, P. = 0.4, K4 = 30).

as (40) at the bottom of the page, where luminance compo-
nent (LC) is the number of bits per pixel and N¢o; X Nyow 18
the display resolution which, for Common Intermediate Format
(CIF) frames, is 352 x 288 pixels. Ys and Yp are the LC of
the nth source and destination video frames, respectively. For
calculating the parameters in the definition of PSNR, we have

435

used Video Quality Evaluation Tool-set [27]. For each L, value,
the PSNR corresponding to every frame of the “Highway” and
“Foreman” video clips is calculated. Figs. 8(b) and 9(b) plot the
average PSNR versus L, for “Highway” and “Forman” video
clips, respectively.

As it can be seen, the average PSNR curve is maximized at
L, = 3.5 In Figs. 8(a) and 9(a), the curves corresponding to
M/M/1 model are given along with simulation results, which
show the accuracy of the M/M/1 model for a practical arrival
traffic distribution. From the results for both simulation and the
M/M/1 model, it can be seen that throughput varies with L.,
with a maximum occurring at L, = 3. In analyzing the simula-
tion results, it is important to note that: 1) as for the service time
in the simulations, we have employed the actual service time
which is provided by Network Simulator according to WLAN
IEEE 802.11. For evaluation of our models and for comparison
of our theoretical results with simulations, the expressions (b(t))
and (b(t)) are used, respectively, for service time in M/G/1 and
M/M/1 based models. 2) We have used real-video as the in-
coming traffic for the simulation results in Figs. 8 and 9. Only in
Fig. 2 is the incoming traffic Poisson-distributed, in which case
the service time for simulation is again the actual service time
not Exponential. Also the service times corresponding to M/G/1
and M/M/1 in Fig. 2 are, respectively, the expressions (b(t)) and
(b(?))-

In Figs. 10 and 11, the above real video simulation is re-
peated with two other sources, including “Poisson” and “Con-
stant Bit Rate” (CBR) traffics. All traffics are transmitted over
UDP. Poisson traffic has a data rate of 1 Mbps and its packet
size is 1024 bytes. The CBR traffic data rate is 256 Kpbs and
CBR packet size is 1500 bytes. The “Total packet loss rate”, ac-
cording to the NS-2 simulation results and for the M/M/1 model,
are plotted in Fig. 11. A for the composite traffic can be calcu-
lated as the sum of individual arrival rates [29].

VII. CONCLUSION AND FUTURE WORK

We investigated four different mathematical models to ana-
lyze a video QoS provisioning strategy over WLAN based on
cross-layer optimization, wherein parameters in MAC, Applica-
tion, and Physical layers are jointly considered. Analysis of the
Fluid and M/M/1/K models revealed some deficiencies in using
them for predicting the IEEE WLAN retransmission process.
Subsequently, we proposed invoking two mathematical models
based on M/M/1 and M/G/1 queuing and showed that these
can model MAC transmission process more accurately. Using

STt is actually possible to enhance the PSNR by improving the codec param-
eters (for example, see [28]).

PSNR(n)ag = 20log;q

Neot Nrow

(40)
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these models, packet overflow rate was found analytically. In
particular, we have shown that M/M/1 is a fairly simple model
that yields close results to M/G/1. Using our M/M/1 model, we
derived closed-form expressions for the packet overflow drop
rate and the optimal retry limit, and showed that our M/M/1
queuing-based model can be efficiently applied in order to eval-
uate adaptive retry-limit algorithms in IEEE WLANSs. Finally,
we confirmed the accuracy of our mathematical models through
computer simulations (NS2).

In the follow-up investigation to this work, our adaptive
scheme will be studied in the case where delay constraint is
also present. We will analyze that scenario by introducing an
“expired-time packet discard rate”. We have shown in [29]
that for delay-limited applications, there is a trade-off between
overflow packet drop rate and expired-time discard rate.

APPENDIX

Appendix A

Deriving (18): By expanding (14) and substituting (15) and
(16) in it, we have

b(z) = poe "7 (1 — P.) + % e~ Fr(1 -

Ho _*o,
—e 3
+3 (

P.)P.
1- Pe)Pez +

+ et - PPt O

L. e L, +1

_L}:ilmPSLr_
(A1)

Expanding and regrouping the terms in (A1), we have

— —HoT
2 Hoe )

P2 (@ —%z_@ —”—Om)
+he 3 2

Ho _*_o Ho _tao
P3( z __ Y 3:r>
+ 4° 3°

b(z) = poe™ M7 + P, (NO B

+ PeLr_l <%ei—31 — LMO lef Lﬁolz>
r r

Ho k0 Mo _ ko
PLT _#r T.+1¢ _ U et
+ <Lr+le Lre )

(A2)

Equation (A2) can be written as

L,
b(x) = poe "% + o Y P

n,.=1

1 w 1 n
X e_nr?{—l'r — _e_vzgx A
n, +1 Ny

(A3)
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Appendix B

In this Appendix, we aim to find the probability that there are
n packets in our M/G/1 queuing system, p,, . According to
[20, Ch. 5], this probability is identical to the probability that
there are n packets in M/G/1 queuing system at the departure
instants, ¢, @ Hence, according to the notations of [20, Ch. 5],
we derive ¢,, ,, for our M/G/1 model as follows. The generating
function of gy, , @(2) in [20, Ch. 5] is given as

(1-p)( - 2)
BX(A= Az )B*(/\ 22) =
where B*(s) = [ _Szb )dx.

Q(z) =
(B4)
Hence, for B*(\ — \z), which is denoted by V'(z). we have
V(z) = B*(A = \z) = / e~ A== de.  (BS)

0

By substituting b(x) from (18) into (B5), we have
L, 1
_— prr
)\—z)\+u0+nz=:1 ¢ [n,,—l—l

1o 1 Ho
()| e
X(A—z,\+nfil) " ()\—z)\—i—Z—f)] (B0)

Noting that pg = A/, we have

V(z) = Ho

T+po
V(Z) _+P0 + Z Pnr
1+po n.=1
1 1
1+po(nr-+1) _ 1+n..po B7
1— po(n.+1) 5 1— 1an0 -1 (B7)
T+po(n,+1) +n.po

Deploying geometric series expansion to each term of (B7),

V(2) can be written as
Ve = 3 ()
1+ po 1+ po
1

n=0
[1 + pO(nr + 1)

L,

+ mz_:l
<3 (i) 7

n=0

gy

Lz
e

P01y

1 oo n
_ 3 ( > ol (B8
L+ pone 2= \ 1+ pon,

Hence, see (B9) at the bottom of the page.

" (B9)

PoMr

z
+ Sk pre 1 po(n4+1) \" _ 1 "
n.=1"e 1+po(nr-+1) \ 14po(n.+1) 1+pon, \ 1+pon-,
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If we assume that V' (z) is the z transform of v,,, we can write
V(z) = 307 o vnz"; hence, we have

o — 1 ( Po >n
" 14po \1+po
pO(nr+1) "
)

L
- 1
+ P
n,2=:1 [1‘}"00(”7“"'1) <1+Po(nr+1
POy

1 n
1+ ponr <1+p0nr> ]

Noting that V(z) = B*(\ — Az) and by using (B9) in (B4),
we have

(B10)

(1=p)[V(z) = 2V(2)]

Q) = V(z)— =z
(1-=p) Zvnz" —zZvnz
= =) n=0 (B11)
Z V2t — 2
n=0
(1—p) |vo+ Zvnz — Zvn_lz
Q(Z) — L n=1 Oo'n:l
vo+ (v — 1)z + Z V2"
n=2
= Un, Un-1
1+ "
=(1-p) _ (B12)
v
1 vy —1 n._n
n=2
1+ Z anz
Q(z) = (1 - p)—2= where
1+ Z bpz"
n=1
Un — Un—-1
Ap = ’
Vo
N A B13
n % n > 1. (B13)

Also it can be verified by long division that (z) can be
written as

Q(z)=(1-p) Z d,z", where
n=0
dn _ Ay —kzz:lbkdn_k (71: 172,...) (B14)

1 (n=0).
Hence, the inverse Laplace transform of (B14) is

p’n((;) = q’n((;) = (1 - p)dn (Bls)

Appendix C

Here we aim to calculate the mean value for pdf service time
b(x) in (18) which can be derived as

1= 0] = [ attadds = [ e

L
. t . t _eo
+ Z Prr <M—Oen:0+1“C - M—Oe:l2w> dz.

ne + 1 Ny

n,.=1

(C16)
Knowing that [ 11, ze ="+ "dz = (1/p,,), we have
L
1 - n.+1 n,
p= L3 pee [l ]

Ho Ho

n,.=1
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